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This study will examine the application of several classification methods to 
machine learning models by taking into account the case of imbalanced 
data. The research was conducted on a case study of classification 
modeling for working status in Banten Province in 2020. The data used 
comes from the National Labor Force Survey, Statistics Indonesia. The 
machine learning methods used are Classification and Regression Tree 
(CART), Naïve Bayes, Random Forest, Rotation Forest, Support Vector 
Machine (SVM), Neural Network Analysis, One Rule (OneR), and Boosting. 
Classification modeling using resample techniques in cases of imbalanced 
data and large data sets is proven to improve classification accuracy, 
especially for minority classes, which can be seen from the sensitivity and 
specificity values that are more balanced than the original data (without 
treatment). Furthermore, the eight classification models tested shows that 
the Boost model provides the best performance based on the highest 
sensitivity, specificity, G-mean, and kappa coefficient values. The most 
important/most influential variables in the classification of working status are 
marital status, education, and age. 
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INTRODUCTION  
Predictive analytics is one of the analytical 

methods often used in addition to descriptive 
and prescriptive analytics. Predictive models 
study the relationships between variables and 
then create a statistical model to predict the 
value of new events and future events. One of 
the predictive models is a classification 
technique other than the regression model. 
Along with the development of science and 
technology, classification models are growing. 
Several programs, especially in R software, 
continue to be developed to produce 
classification methods with good performance. 

Some of the classification techniques that 
are often used include Classification and 
Regression Tree (CART), Naïve Bayes, Random 
Forest, Rotation Forest, Support Vector Machine 
(SVM), Analysis Neural Network (ANN), OneR, 
and Boosting. Each method has advantages and 
disadvantages. ANN has the advantage of 
acquiring knowledge even though there is no 
certainty, having fault tolerance, and the ability 
to calculate in parallel so that the process is 
shorter than others. The disadvantage of ANN is 

that it cannot perform numerical operations with 
high precision and less able to perform 
arithmetic algorithm operations, logical 
operations, and symbolic operations. One of the 
packages in R for the ANN method is the “nnet” 
package developed by Venables and Ripley [1].  

Random Forest has the advantage of not 
being sensitive to data; there is no overfitting 
problem and can sort variables that contribute to 
predicting. The disadvantage of this method is 
that tree predictions must be uncorrelated and 
often appear as black boxes (error messages). 
One of the packages in R for the Random Forest 
method is the “randomForest” package 
developed by Liaw and Wiene [2]. The oneR 
method has the advantage of producing an 
accurate model to establish a good baseline, 
efficient in processing big data. The drawback of 
the one R model is that it is less efficient for 
complex models. One of the One R packages 
uses the “OneR” package developed by 
Jouanne [3]. 

Rotation Forest has the advantage of 
improving the predictive ability of the decision 
tree by utilizing the principal component 
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principle and maintaining data diversity. One of 
the packages in R for the Rotation Forest 
method is the “rotationForest” package 
developed by Balling and Poel [4]. 

The CART method has the advantage of 
not requiring normalization or data scaling, data 
handling missing values, easy visualization. The 
drawbacks of the CART method are that it tends 
to be overfitting, sensitive to outliers, and less 
efficient for extensive data. One of the packages 
in R for the CART method is the “rpart” package 
developed by Therneau and Atkinson [5]. The 
SVM method has the advantage of performing 
well in classifying variables with high 
dimensions, such as image data, gene data, 
medical data. In addition, the SVM method is 
also not sensitive to outlier data. The 
disadvantage of the SVM method is that it is less 
efficient for larger data sets, so it takes much 
time. In addition, it requires expertise in 
selecting the appropriate hyper parameters and 
kernel functions so that the model's performance 
is good. 

The Naïve Bayes method has advantages 
in time efficiency, which is very fast in data 
processing, can be scaled with large data sets, 
and can be used for multi-class predictions. The 
disadvantage of the Naive Bayes method is that 
feature independence does not apply: The basic 
assumption of Naive Bayes is that there is an 
assumption that the independent contribution 
between variables and training data must 
represent the population well. One of the 
packages in R for SVM and nave Bayes 
methods is the "e1071" package developed by 
Meyer et al. [6]. The Boosting method has the 
advantages of feature engineering, which is less 
required (no need for scaling, data 
normalization, can also handle missing values 
well), easy to interpret, suitable for large data, 
and efficient. Disadvantages of the Boosting 
method are difficult interpretation, complex 
visualization, and sometimes overfitting. One of 
the packages in R for the Boosting method is the 
“xgbost” package developed by Chen et al. [7]. 

In general, the assumption for 
classification method is based on that the data 
used has a balanced proportion. According to 
Maalouf and Siddiqi [8], one of the problems in 
data classification is a rare event or imbalanced 
data, namely the amount of data that is not 
balanced between different classes. One of the 
consequences of imbalanced data is that the 
classification results tend to eliminate 
opportunities from the minority class because 
the predicted value will tend to be in the majority 
category. The accuracy of the resulting 
classification is not good [9].  

This study aims to compare the various 
existing classification methods. The case studies 
used are factors that affect a person's working 
status in Banten Province. In this study, a 
resampling technique was applied to overcome 
imbalanced data to improve the performance of 
the classification model used. 
 
RESEARCH METHOD 
Data Sources and Research Variables 

The data used in this study came from the 
National Labor Force Survey of Banten Province 
for August 2020, which the BPS-Statistics 
Indonesia conducted [10]. The total sample used 
is 11,469 respondents, of which 10.2 percent 
are unemployed, the remaining 89.8 percent are 
working. The variables used in the study can be 
seen in Table 1. 

 
Table 1. Research variable 

Variable Name Information Scale 

Working status 
0 Working 
1 Not Working 

Nominal 

Area type 
0 Urban 
1 Rural 

Nominal 

Gender 
0 Women 
1 Male 

Nominal 

Marital status 

0 Not yet/ 
Not Married 
1 Married 
2 Divorce 

Nominal 

Age 
0 15-25 years 
1 26-50 years old 
2 > 50 years 

Nominal 

Education 

Not completed school 
Primary School 
Junior School  
High School 
University 

 

ordinal 

Course certificate 0 No 
1 Yes 

Nominal 

Visual impairment 
0 No 
1 Yes 

Nominal 

Hearing impairment 
0 No 
1 Yes 

Nominal 

Walking impairment 
0 No 
1 Yes 

Nominal 

Holding impairment 
0 No 
1 Yes 

Nominal 

Speech impairment 
0 No 
1 Yes 

Nominal 

Other impairment 
0 No 
1 Yes 

Nominal 

 
Classification modeling 

In this study, the data is divided into two: 
training data for model building and data testing 
to test model performance. The distribution of 
data is based on a deterministic/holdout method, 
namely by determining the ratio of the division of 
the two datasets, in this study using a ratio of 70 
percent for training data and 30 percent for 
testing data. The resample technique was then 
carried out, using both/combine sampling 
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methods from the existing testing data so that 
the model's performance could be compared on 
the treated and untreated data. 
 
Classification Performance Evaluation 

Evaluation is done by using data testing 
both on models that use treatment or those that 
do not. The confusion matrix is used as a 
classification performance measure. According 
to Han et al. [11], a confusion matrix is a 
valuable tool for analyzing how well or how 
accurately the classification method can 
recognize objects of observation from different 
classes. Table 2 is a confusion matrix for binary 
classification. The column section shows the 
actual label for each class, while the row section 
shows the class label based on the predicted 
results. 

 
Table 2. Confusion matrix 

Confusion Matrix 
Actual Class 

Total 
Yes No 

Prediction 
Class 

Yes TP FP P' 

No FN TN N' 

Total P N  

 
Some of the classification performance 

measures that can be obtained from the confusion 
matrix are as in Equations (1) - (4).  
 

 
(1) 

 (2) 

 (3) 

 (4) 

 
Besides using the confusion matrix, 

according to Landis and Koch [12], the model's 

goodness can also be seen by the value of the 

Kappa coefficient. The value of this test is also 

used to determine the strength of 

agreement/reliability. In this case, the higher the 

Kappa value, the better the model used. 

 
Data Analysis Stages 

The stages of data analysis in this study 
are as follows: 

a. Divide the data into training data and 
testing data with proportions of 0.7 and 
0.3 respectively 

b. Resample the training data using the 
combine/both sampling technique 

c. Perform classification modelling with 8 
(eight) methods, namely Naive Bayes, 
ANN, SVM,  

d. Random Forest, CART, OneR, Rotation 
Forest, and Boost 

e. Conduct descriptive analysis of research 
variables 

f. Evaluating the classification performance 
of the 8 (eight) machine learning methods 
used 

g. Choose the best machine learning 
method to predict working status based 
on the balanced and highest specificity, 
sensitivity, G-mean, and Kappa coefficient 
criteria 

h. Displays the predictor variables that have 
the most influence on the model 

i. Data processing using R software version 
4.1.0 and using the machine learning 
package mentioned in the introduction 

 
RESULTS AND DISCUSSION 

The first step before carrying out the 
classification method is to present descriptive 
statistics regarding the research variables. The 
research sample shows that as many as 10.2 
percent of the population do not work in Banten 
Province. The unemployed population is 
dominated by people living in urban areas, 
unmarried/unmarried, male, and young (15-25 
years old). Descriptive statistics for research 
variables in a thorough manner can be seen in 
Table 3. 

 
Table 3. Descriptive Analysis of Research 

Variables 
Variable Indicator Work Does not 

work 
Total 

Area rural 90.40 9.60 100 
urban 89.52 10.48 100 

Marital 
status 

Not yet/Not Married 71.85 28.15 100 
Marry 95.82 4.18 100 

Divorce 92.97 7.03 100 
Gender Male 89.2 10.8 100 

Woman 91.0 9.0 100 
Education Not completed  94.5 5.5 100 

Primary  94.6 5.4 100 
Junior High School 88.6 11.4 100 
Senior High School 84.4 15.6 100 

University 93.3 6.7 100 
Age 15-25 69.9 30.1 100 

26-50 94.2 5.8 100 
>50 95.6 4.4 100 

Course 
certificate 

Not 89.9 10.1 100 
Yes 89.6 10.4 100 

 
Next, there is a discussion about the 

performance of the classification method with 
machine learning techniques. Based on the 
information in the descriptive analysis, there is a 
relatively significant difference in the proportion 
between those who do not work and those who 
work. If you pay attention to the value of accuracy 
and specificity, then the modelling for imbalanced 
data, without treatment, the value is higher than 
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the data that has used resample combine/both 
samplings. However, the performance of other 
classifications on classification modelling without 
treatment, such as specificity, G-mean, and 
Kappa coefficient, has a value of 0 in the SVM, 
Random Forest, CART, OneR, Rotation Forest, 
and Boost techniques. Meanwhile, for the Naïve 
Bayes and ANN models, the sensitivity and G-
mean values are below 0.6, and Kappa values are 
below 0.3. 

Without treatment on the eight models, 
classification modeling showed almost the same 
classification performance values, namely 
accuracy and sensitivity around 0.9. This result is 
that the predicted value tends to be classified in 
the majority class (the class that is not 
considered) compared to the minority class (the 
class that is considered in this case the population 
does not work). So the level of accuracy in the 
classification modeling without treatment on the 
eight models gives poor results. The existence of 
misclassification will result in inaccurate errors in 
planning or government policymaking in handling 
unemployed residents.  

To improve the classification accuracy, 
especially for the minority class, this study applies 
both sampling methods in handling cases of 
imbalanced data, where the proportion of training 
data for both categories is balanced. The results 
obtained show that in the eight models for the 
specificity value, which shows a measure of 
classification accuracy in the minority class that is 
correctly predicted by the model, ranging from 
Sensitivity to 0.751. In addition, it also increases 
the G-mean value, which ranges from 0.5 to 0.75, 
and increases the Kappa value, which ranges 
from 0.234 to 0.302. On the other hand, a 
decrease in the value of accuracy to be in the 
range of 0.532 to 0.674. In other words, the 
handling of imbalanced data cases results in more 
balanced specificity and sensitivity values 
resulting in lower accuracy values, ranging from 
0.740 to 0.800. 

Classification modelling to predict the 
proportion of the population does not work by 
considering the values of accuracy, sensitivity, 
specificity, G-mean, and Kappa coefficient; the 
best model is the boost model with a 
combined/both sampling scheme. This result is 
because the model has the most significant and 
balanced classification performance value 
compared to other classification models. The 
model has an accuracy value of 0.789, sensitivity 
of 0.798, specificity of 0.751, G-mean of 0.750, 
and a kappa coefficient of 0.302. Because the 
classification performance measure in the best 
model is above the cut-off (0.5), the model can be 
said to be good. This result shows that the best 

classification model can correctly classify the 
working status of the population in Banten 
Province.

Figure 1a Comparison of Machine Learning’s 
Performance 

 
 

 
Figure 1b Comparison of Machine Learning’s 

Performance 
 

Table 4 presents the mean decrease in 
Modeling Classification Performance. Gini from 
the best boost classification model. This result 
shows that the 4 (four) most important/most 
influential variables in the classification of working 
status are marital status, education, age, and 
hearing loss. The relationship between marital 
status and working status is quite close, as 
Yulianti et al. [13]. This result is related to a 
person's marital status related to the responsibility 
in meeting family needs. The relationship between 
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education and work status is quite close, as in the 
research of Mutiadanu et al. [14].  

 
Table 4. The Most Influential Predictor Variables 

Features Gain Cover Frequency 

Marital status 0.894 0.426 0.333 
Education 0.046 0.191 0.333 
Age 0.032 0.224 0.167 
hearing 
impairment 0.027 0.159 0.167 

 
This result relates to education being 

considered as an investment in employment 
opportunities. The relationship between age and 
working status is quite close, as in Dhanani's 
research [15]. This case relates to the level of 
establishment and experience that a person has 
in getting a job as he gets older than others. 
 
 
CONCLUSION 

In general, classification modeling using 
resample techniques in imbalanced data and 
large data sets is proven to improve classification 
accuracy, especially for minority classes which 
can be seen from the value specificity, which is 
higher than the original data (without treatment). 
The Naïve Bayes and ANN models can produce 
specificity values even though the data used are 
imbalanced, while the other six models produce 
zero specificity values. Using the resampling 
technique, the model's accuracy, sensitivity, and 
specificity values become more balanced than 
others. The Bost model is the best model with 
accuracy, sensitivity, specificity, a more balanced 
GMean, and the most significant Kappa 
coefficient. 
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